Prediction of conditional gene essentiality through graph theoretical analysis of genome-wide functional linkages† ‡
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The genome of an organism characterizes the complete set of genes that it is capable of encoding. However, not all of the genes are transcribed and translated under any defined condition. The robustness that an organism exhibits to environmental perturbations is partly conferred by the genes that are constitutively expressed under all the conditions, and partly by a subset of genes that are induced under the defined conditions. The conditional importance of genes in conferring robustness can be understood in the context of the functional attributes of these genes and their correlations to the defined environmental conditions. However, a priori prediction of such genes for a given condition is yet not possible. We have attempted such predictions by integrating the available gene expression data with genome-wide functional linkages through the well known centrality–lethality correlations in graph theory. We make use of three distinct concepts of centrality, namely, degree, closeness and betweenness, which yield mutually complementary information. We then demonstrate the efficacy of combined graph theoretical and machine learning approaches in ranking essential nodes from a large network of genome-wide functional linkages, which yields predictions with high accuracy. We therefore perceive such predictions as highly useful in applications such as defining and prioritizing drug targets.

Introduction

Network theory has been an attractive route to study the emergent properties of complex systems. Its applications have been wide-ranging, including those from biological, physical and social sciences.1,2 Many different network models have been proposed to address properties of complex systems, some of the important ones being the random graph model proposed by Erdos and Renyi,3 the small world network proposed by Watts and Strogatz,4 and the scale-free model proposed by Barabási and Albert.5 The random graph model was developed to describe large networks whose organisational principles were not easily definable, with the assumption that interactions between nodes occur with a random probability ‘P’.5 From various applications, it was observed that this model was not appropriate for studying real world networks, because in a random graph model, the degree distribution follows a Poisson distribution, whereas most complex networks exhibit heterogeneous degree distribution. Its failure in studying the real world networks further paved the way for Watts and Strogatz to propose the ‘small world network’, a network with a small diameter and high clustering.4 More recently, Barabási and Albert have proposed the scale-free model, in which the degree distribution possesses power law behaviour.5 The most evident applications of network theory are in the study of technological networks such as Internet communications and power grids, social networks such as terrorists’ networks and scientific collaboration networks, and biological networks such as metabolic pathway networks and protein–protein interaction networks.

Various topological measures such as degree distribution, clustering coefficient, modularity etc. have been proposed to be characteristics of the networks.2,6 The topological measures are useful in understanding the overall properties of the systems, such as cohesiveness of interactions and their modular nature. Such measures are useful in understanding the global properties of the networks, yet characteristics of individual nodes are not apparent in the topological parameters. Certain applications of network theory may require analysis of the importance of nodes in terms of connectivity, information transfer capability and closeness to other nodes. To address such properties, the concept of centrality with reference to characterization of human communications in small groups has been proposed.7 The centrality measures serve as tools in attempting to find influence of individual nodes in a network.8 Various centrality measures have been developed, the most widely used being degree, closeness and betweenness. The importance of centrality measures has therefore attracted attention in order to characterize the individual nodes in a network.9–14 Biological networks follow characteristics of real world networks including resistance against random node failures. These characteristics are believed to be due to the scale-free properties of these networks,1 which suggest that only a small number of nodes are highly connected, whereas a large
number of nodes have fewer connections. Consequently, only the small number of nodes that have many connections, referred to as ‘hubs’, control the overall robustness of the network. This property, commonly referred to as the ‘degree centrality’, thus suggests that nodes with a high degree tend to be more important for robustness of networks. Other centrality measures have also been developed to predict the nodes which control overall robustness.\(^\text{11,15}\)

Importantly, centrality–lethality correlations in most of the previous studies on biological networks have been carried out on sampled sub-networks, rather than on a complete network.\(^\text{13,15,16}\) This has been primarily due to the lack of information on the complete network, as these are labour intensive to obtain. An underlying assumption in these studies has been that the statistical properties of sampled sub-networks are identical to the corresponding larger networks. However, it has recently been argued that the information obtained from these sub-networks might provide inaccurate results since the number of nodes and interactions of the sub-network is incomplete.\(^\text{17}\) The inferences based on the analyses of sub-networks are argued to be valid only if the probability distributions of a global network and its sub-network are the same. Such not being the case for scale free networks, the accuracy of the results using topological properties of the sub-networks might be indeterminate.\(^\text{17,18}\)

There have been extensive studies on the network centrality–lethality correlations. In biological networks, the high centrality proteins are likely to be coded by the essential genes. Jeong \textit{et al.}\(^\text{11}\) have shown that high degree centrality nodes correlate well with gene essentiality in the yeast protein interaction network. Similarly, when the connectivity of the nodes is considered along with other parameters, such as gene expression variance and sequence information, the predictions of gene essentiality in yeast are observed to increase.\(^\text{19–21}\) High closeness and betweenness centrality also have been shown to be the properties of key nodes in protein interaction networks.\(^\text{11,13}\)

Since centrality measures capture different aspects of gene essentiality, combining them should yield more accurate predictions than using only one of the measures. Our goal is to make use of centrality measures to develop the ability to predict essential nodes in a network. Furthermore, we propose the concept of conditional essentiality of nodes based on subnetworks of only those genes that are expressed under defined conditions. The prediction of essential nodes has immense potential in applications, such as identification of essential genes of an organism, and their potential use in drug target prioritization.

**Results and discussion**

A network can be represented as a graph \(G\), consisting of a set of nodes \(V\) connected via \(E\) edges. The mathematical notation of a graph can be written in the form of an adjacency matrix \(A = a_{ij}\), which is a \(n \times n\) symmetric matrix, whose element \(a_{ij}\) is 1 if there is a connecting edge between \(i\) and \(j\), and 0 otherwise. The number of neighbours of a node \(i\) is referred to as the degree \(k_i = \sum_{j \in G} a_{ij}\) of \(i\). The geodesic or the shortest path ‘d’ of a graph \(G\) is defined as the minimum distance required to traverse between any two nodes.\(^\text{22}\)

The protein interaction dataset used in this study was obtained from our earlier predictions of genome-wide functional linkages in \(E. coli\).\(^\text{23}\) These linkages were analyzed for constructing various centrality measures such as degree centrality (DC), closeness centrality (CC) and betweenness centrality (BC). Degree centrality is viewed as the potential of a node for signalling activity based on its connectivity to other nodes in the network. Nodes with a high degree centrality are called ‘Hubs’, whereas nodes with a low degree centrality are referred to as ‘Peripherals’. Closeness centrality measures the independency of a node compared to all other nodes in a network, \textit{i.e.} a node with a high closeness centrality has the ability to contact any node of the network in the shortest possible path. Betweenness centrality is a measure of an individual node to fall on signalling paths between another two nodes that exhibit a potential for control of their signalling. Thus, the concepts of these centrality measures imply activity, independency and control of an individual node in a network, and thereby the three centrality measures are capable of assessing the relative importance of a node in a network. Furthermore, each node in a network can be assigned a weight based on its DC, CC or BC value.

In order to establish if the three centrality features correlate with the known gene essentiality, or non-essentiality conditions in \(E. coli\), we considered the following two datasets. The essential genes were taken from the study of Baba \textit{et al.}\(^\text{24}\) where the coding regions of \(E. coli\) have been systematically targeted for deletion. In this study, the genes for which mutants were not obtained, or were found to be non-viable for growth, were termed as essential. Thus, for 303 genes, the mutants were not viable and were classified as probable essential genes. Similarly, the study by Pósfai \textit{et al.}\(^\text{25}\) involved the deletion of genomic regions of \(E. coli\) K12 that had insertion sequences, transposable elements and the genes that are not conserved in other \(E. coli\) genomes. The set of 742 genes, the deletion of which caused no apparent growth defect, were considered as non-essential genes. We attempted to find correlations between these sets of essential and non-essential genes with the centrality parameters described earlier.

We chose to work with the predicted functional linkages reported by us earlier, rather than choosing a sub-network of experimentally determined interactions, since this collection is claimed to be a comprehensive set of genome-wide functional linkages.\(^\text{23}\) The DC, CC and BC values of each of the nodes were calculated using the core network consisting of 78,048 edges and 3,682 nodes. After arranging all the nodes of the network in a descending order based on the three centrality measures, we compared the lists with the known essential genes of \(E. coli\). Interestingly, the majority of the essential genes were among those in top 20\% of any of the three centrality lists, whereas only a few essential genes were found in the bottom 20\% of the three lists. The distribution of essential genes for the three centrality parameters is shown in Fig. 1a, 2a and 3a, where it is apparent that all the three centrality measures are able to capture the essentiality feature. Similarly, the distribution of non-essential genes with respect to the three centrality measures revealed a complementary distribution as shown in Fig. 1b, 2b and 3b. It is therefore apparent that the three centrality measures are indeed able to...
capture the essentiality or non-essentiality features, reinforcing a significant correlation between centrality and essentiality in a genome-wide functional linkage network.

Despite a strong correlation between centrality and essentiality, a significant number of essential genes also remain in the lower order of each of the three features. Notably, there are ten genes that have a low centrality value in at least one of the three measures, but are classified as essential. Moreover, genes *racR*, *chpS* and *yefM* have low centrality in all three of the measures. Similarly, a few non-essential genes are in the top order of the three features. For example, genes such as *tauB* and *yqiC* show high degree and closeness centrality, but have been classified as non-essential. Furthermore, there are about 30 non-essential genes that have high betweenness centrality. This suggests that betweenness may not be a good parameter for essential genes prediction when used in isolation.

The comparative analysis of the top 20% of nodes according to the three centrality measures revealed that there is little overlap among the three. There are only 48, 26 and 28 essential genes that are common to the top 20% of nodes between DC and CC, CC and BC, and DC and BC, respectively (Fig. 4). Furthermore, the centrality rankings of the genes are quite different for the three parameters (Table 1). The lack of overlap among the three might be due the inherent differences in the formalism of the centrality measures, which are based on connectivity, independency and control in the network.

Fig. 1 The distribution of essential and non-essential genes based on degree centrality; (a) represents distribution of the essential genes and (b) represents that for non-essential genes.

Fig. 2 The distribution of essential and non-essential genes based on closeness centrality; (a) represents distribution of the essential genes and (b) represents that for non-essential genes.
In order to examine the overall relatedness among the three centrality features, we calculated the pairwise Pearson correlation coefficients among the three pairs, and the partial correlation coefficients among the pairs, considering the third one to be constant. Table 2 (upper diagonal) lists the Pearson correlation coefficients for each of the three centrality pairs. It is clearly observed that DC and BC are strongly correlated, whereas DC and CC, as well as CC and BC are less strongly correlated. Table 2 (lower diagonal) also lists the partial correlation coefficients for the centrality pairs, considering the third one to be constant. It is once again clearly observed that DC and BC measures have a strong correlation when CC is constant. On the other hand, DC and CC are weakly correlated when BC is treated constant. Similarly, CC and BC are anti-correlated when BC is treated constant.

The low overlap among the high ranked genes of each of the three centrality measures (Fig. 2), and the lower partial coefficient values (Table 2) suggest that a combination of the three measures might yield useful predictions of node essentiality. We therefore attempted to combine the three features using a supervised machine learning algorithm and predict gene essentiality based on combinations of the three centrality measures. The machine learning method used was

![Fig. 3](image_url) The distribution of essential and non-essential genes based on betweenness centrality; (a) represents distribution of the essential genes and (b) represents that for non-essential genes.

![Fig. 4](image_url) The overlap among top the 20% of essential genes from degree, closeness and betweenness centrality measures. One can observe that the overlap between the three centrality measures is very small.

In order to examine the overall relatedness among the three centrality features, we calculated the pairwise Pearson correlation coefficients among the three pairs, and the partial correlation coefficients among the pairs, considering the third one to be constant. Table 2 (upper diagonal) lists the Pearson correlation coefficients for each of the three centrality pairs. It is clearly observed that DC and BC are strongly correlated, whereas DC and CC, as well as CC and BC are less strongly correlated. Table 2 (lower diagonal) also lists the partial correlation coefficients for the centrality pairs, considering the third one to be constant. It is once again clearly observed that DC and BC measures have a strong correlation when CC is constant. On the other hand, DC and CC are weakly correlated when BC is treated constant. Similarly, CC and BC are anti-correlated when BC is treated constant.

The low overlap among the high ranked genes of each of the three centrality measures (Fig. 2), and the lower partial coefficient values (Table 2) suggest that a combination of the three measures might yield useful predictions of node essentiality. We therefore attempted to combine the three features using a supervised machine learning algorithm and predict gene essentiality based on combinations of the three centrality measures. The machine learning method used was

### Table 1
The ranks of some of the known essential genes of *E. coli* based on their centrality measures. The centrality ranking of the genes varies significantly across three different parameters.

<table>
<thead>
<tr>
<th>Essential gene</th>
<th>Degree centrality rank</th>
<th>Betweenness centrality rank</th>
<th>Closeness centrality rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>dnaN</td>
<td>8</td>
<td>164</td>
<td>16</td>
</tr>
<tr>
<td>pheT</td>
<td>27</td>
<td>255</td>
<td>62</td>
</tr>
<tr>
<td>rpoA</td>
<td>35</td>
<td>506</td>
<td>91</td>
</tr>
<tr>
<td>rplT</td>
<td>79</td>
<td>351</td>
<td>229</td>
</tr>
<tr>
<td>lolB</td>
<td>124</td>
<td>99</td>
<td>156</td>
</tr>
<tr>
<td>ssb</td>
<td>263</td>
<td>9</td>
<td>353</td>
</tr>
<tr>
<td>dapE</td>
<td>308</td>
<td>77</td>
<td>169</td>
</tr>
<tr>
<td>mviN</td>
<td>115</td>
<td>56</td>
<td>79</td>
</tr>
<tr>
<td>lepB</td>
<td>3</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>dnaX</td>
<td>13</td>
<td>131</td>
<td>9</td>
</tr>
<tr>
<td>kdtA</td>
<td>117</td>
<td>31</td>
<td>49</td>
</tr>
</tbody>
</table>
Support Vector Machine (SVM), which is typically used for data classification by pattern recognition. It is usually trained on data for the selected features and generates the optimal hyper plane that separates the classes. We used SVM to classify the genes of \textit{E. coli} as essential or non-essential. The features selected were the three network centrality measures, namely, degree centrality (DC), closeness centrality (CC) and betweenness centrality (BC). The training data consisted of centrality measures for the known essential and non-essential genes in \textit{E. coli}.

The best SVM model obtained by testing on a blind dataset showed a sensitivity of 84\% and a specificity of 96\%. Using this model, when predictions were made using the proposed functional linkage network of \textit{Yellaboina et al.},\textsuperscript{23} approximately one-third of the genes (1071 out of 3682) were predicted to be essential. The 1071-long list contained many paralogous genes, and since it is likely that paralogous genes offer redundancy of biological function, we randomly removed one of the genes from each of the paralogous pairs. The final prediction based on the proposed functional linkage data therefore yielded a set of 1011 genes, which might be considered important for their biological function in \textit{E. coli}.

The list of predicted essential genes is given in the ESI, Table S1.\textsuperscript{23} The high sensitivity and specificity of the predictions lead us to believe that the combined graph theoretical and machine learning approach can be useful in assessing the relative importance of different nodes in a graph. To apply such an approach meaningfully to a genome-wide functional linkage network, an important aspect to consider is that a realistic network consists of only a fraction of all the possible nodes. In other words, although the genome of an organism constitutes a complete set of genes that it is capable of encoding, only a fraction of all the genes are expressed under any defined condition. Considering this fact, it is likely that a gene considered as essential under one growth condition might not play a critical role in another condition. Indeed, some reports suggest that many non-essential genes become essential irrespective of the growth conditions. Some of the conserved hypothetical proteins such as YejM and YihA also appear to be essential in all the conditions studied, and are included in the KEIO list of essential genes.\textsuperscript{24} Interestingly, there are around 70 genes that are expressed in all of the 61 growth conditions, but appear essential in none (ESI Table S5). Many of these genes are known to be non-essential for the cell survival. There are about 1192 genes that show conditional essentiality across 61 conditions, the names of which are listed in the ESI, Table S6.\textsuperscript{24}

In conclusion, the prediction model of gene essentiality obtained by training a SVM can be effectively applied to gene expression data in \textit{E. coli}. This model is capable of distinguishing essentiality from non-essentiality from a combination of the centrality rules in graph theory. We therefore perceive such an approach to be useful in predicting and assessing applications, such as drug target identification and prioritization.

**Materials and methods**

**Centrality measures**

The protein interaction dataset used in this study was obtained from our earlier predictions of genome-wide functional

<table>
<thead>
<tr>
<th>Degree</th>
<th>Closeness</th>
<th>Betweenness</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>0.79</td>
<td>0.96</td>
</tr>
<tr>
<td>0.45</td>
<td></td>
<td>0.73</td>
</tr>
<tr>
<td>0.91</td>
<td>—0.29</td>
<td>—</td>
</tr>
</tbody>
</table>

| Table 2 The correlation coefficients of the centrality measures. The values in the upper diagonal denote pairwise Pearson correlation coefficients, whereas those in the lower diagonal denote partial correlation coefficients |
|--------|-----------|-------------|
| Degree | Closeness | Betweenness |
| —      | 0.79      | 0.96        |
| 0.45   |           | 0.73        |
| 0.91   | —0.29     | —           |

**Conditional essentiality of the genes**

The high sensitivity and specificity of the predictions lead us to believe that the combined graph theoretical and machine learning approach can be useful in assessing the relative importance of different nodes in a graph. To apply such an approach meaningfully to a genome-wide functional linkage network, an important aspect to consider is that a realistic network consists of only a fraction of all the possible nodes. In other words, although the genome of an organism constitutes a complete set of genes that it is capable of encoding, only a fraction of all the genes are expressed under any defined condition. Considering this fact, it is likely that a gene considered as essential under one growth condition might not play a critical role in another condition. Indeed, some reports suggest that many non-essential genes become essential irrespective of the growth conditions. Some of the conserved hypothetical proteins such as YejM and YihA also appear to be essential in all the conditions studied, and are included in the KEIO list of essential genes.\textsuperscript{24} Interestingly, there are around 70 genes that are expressed in all of the 61 growth conditions, but appear essential in none (ESI Table S5). Many of these genes are known to be non-essential for the cell survival. There are about 1192 genes that show conditional essentiality across 61 conditions, the names of which are listed in the ESI, Table S6.\textsuperscript{24}

In conclusion, the prediction model of gene essentiality obtained by training a SVM can be effectively applied to gene expression data in \textit{E. coli}. This model is capable of distinguishing essentiality from non-essentiality from a combination of the centrality rules in graph theory. We therefore perceive such an approach to be useful in predicting and assessing applications, such as drug target identification and prioritization.

**Materials and methods**

**Centrality measures**

The protein interaction dataset used in this study was obtained from our earlier predictions of genome-wide functional
linkages in *E. coli*. The core of these functional linkages contains 3682 nodes (proteins) and 78,048 edges (interactions). These linkages were analysed for constructing various centrality measures as described below. The three principal centrality measures used for the analysis were degree centrality, closeness centrality and betweenness centrality. The mathematical form of the centrality measures are as follows (for N nodes). The normalized degree centrality of a node is defined as

\[ C^d_i = \frac{k_i}{N-1} \]

where \( k_i \) is the degree of a node \( i \).

The normalized closeness centrality of a node \( i \) is defined as

\[ C^c_i = \frac{N-1}{\sum_{j\in G} d_{ij}} \]

where \( d_{ij} \) is the geodesic between node \( i \) and node \( j \).

The normalized betweenness centrality of a node \( i \) is defined as

\[ C^b_i = \frac{\sum_{j,k\in G} n_{jk}(i)/n_{jk}}{(N-1)(N-2)} \]

where \( n_{jk} \) is the number of the shortest path between the nodes \( j \) and \( k \), and \( n_{jk}(i) \) is the number of the shortest path between \( j \) and \( k \) that traverses through \( i \).

### Correlation and partial correlations

Having calculated the above centrality measures for all the nodes, the correlation between the different centrality measures was obtained using Pearson correlation coefficients. The Pearson correlation coefficient, \( R_{XY} \), is defined as,

\[ R_{XY} = \frac{\sum(X - \bar{X})(Y - \bar{Y})}{N\sigma_X\sigma_Y} \]

where \( \bar{X} \) is the mean and \( \sigma_Y \) is the standard deviation of a particular centrality measure \( Y \).

The partial correlation coefficient determines the correlation between any two variables keeping the third variable as constant. Thus, the partial correlation between \( X \) and \( Y \) with the effects of \( Z \) constant is defined as,

\[ R_{XY|Z} = \frac{R_{XY} - R_{YZ}R_{XZ}}{\sqrt{(1 - R_{YZ}^2)(1 - R_{XZ}^2)}} \]

where \( R_{XY} \), \( R_{YZ} \) and \( R_{XZ} \) are the correlation coefficients between the any two of the variables.

### SVM Classification

Support vector machines are supervised learning methods used for classification and regression. In our study we have used SVM for binary classification using the LIBSVM package. The most commonly used Radial Basis Function kernel was adopted for training the input vectors. For binary class SVMs, the function to predict the output is

\[ f(x) = \text{sign} \left( \sum_{i=1}^{m} \alpha_i y_i K(x_i, x) + b \right) \]

where \( x_i, i = 1, \ldots, m \) are the selected training vectors, \( x \) is the input vector, \( K(x_i, x) \) is the kernel function, which is a symmetric positive function, \( y \), the label for the output vector \((1, -1)\), \( \alpha_i \) a weight for the support vector that is determined during the training process, and \( b \) is the bias of the hyperplane. The optimal kernel parameters, cost \( C \) and gamma \( \gamma \), were obtained through grid search and the dataset trained with five-fold cross validation. The model of the SVM was trained using cost parameter ranging from \( 2^{-6} \) to \( 2^{18} \) with unit step \( 2^5 \) and gamma parameter ranging from \( 2^{-18} \) to \( 2^{10} \) with unit step \( 2^4 \).

SVM was trained using the calculated centrality measures of known essential genes and non-essential genes. Performance of predictions was assessed using 100 blind tests, where randomly selected 50 essential and non-essential genes were set aside, and not used in training the SVM. To quantify the performance, true positives, true negatives, false positives and false negatives were calculated, and the test results were evaluated through the sensitivity, specificity and accuracy:

\[ \text{Sensitivity} = \frac{TP}{TP + FN}, \]
\[ \text{Specificity} = \frac{TN}{TN + FP}, \]
\[ \text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)}, \]

where TP, TN, FP and FN represent true positive, true negative, false positive and false negative, respectively.

### Identification of Paralogs in *E. coli*

The protein sequences of *E. coli* were downloaded from NCBI and self BLAST was carried out using Blastall software. The paralogs were selected if the expectation value was \( < 10^{-10} \) and the sequence length alignment was more than 80% of at least one of the protein sequences.

### Prediction of conditional essentiality of genes

The conditional networks were constructed for 61 different growth conditions for *E. coli* as in ref. 36. The predicted protein functional linkages network for *E. coli* was considered as the parent network and the gene expression datasets were downloaded from Stanford Microarray database. The conditional essentiality of the genes across 61 conditions was predicted using the model file generated above.

### Conclusion

We have illustrated a new approach based on combined graph theoretical and a machine learning algorithm for predicting essential proteins in *E. coli* networks. By training the Support Vector Machine on predicted genome-wide functional linkages, we hope that the problem of sampling in scale free networks has been avoided. The training has thus been carried out on a complete network rather than on a sub-network. We first show that each centrality measure predicts different proteins as being essential. The combined prediction using three different centrality measures yields predictions with high confidence. We propose that this method can be applicable to many different cases, including identification of key persons in a terrorist network, or prioritizing crucial drug targets.
Acknowledgements

We thank the Centre of Excellence in Medical Bioinformatics supported by the SUN Microsystems and CDFD for access to the facilities, and its staff for help at various times. The work was supported by Department of Biotechnology grant on Centre of Excellence in Microbial Biology. SRH is a UGC Senior Research Fellow.

References